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Abstract

Purpose – The purpose of this paper is to present the results obtained from numerical models of
radiant energy exchange in instruments typically used to measure various characteristics of the
Earth’s ocean-atmosphere system.
Design/methodology/approach – Numerical experiments were designed and performed in a
statistical environment, based on the Monte Carlo ray-trace (MCRT) method, developed to model
thermal and optical systems. Results from the derived theoretical equations were then compared to
the results from the numerical experiments.
Findings – A rigorous statistical protocol is defined and demonstrated for establishing the
uncertainty and related confidence interval in results obtained from MCRT models of radiant
exchange.
Research limitations/implications – The methodology developed in this paper should be
adapted to predict the uncertainty of more comprehensive parameters such as the total radiative heat
transfer.
Practical implications – Results can be used to estimate the number of energy bundles necessary
to be traced per surface element in a MCRT model to obtain a desired relative error.
Originality/value – This paper offers a new methodology to predict the uncertainty of parameters
in high-level modeling and analysis of instruments that accumulate the long-term database required
to correlate observed trends with human activity and natural phenomena. The value of this paper lies
in the interest in understanding the climatological role of the Earth’s radiative energy budget.
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Nomenclature
Symbols

A area (m2)

D0ij distribution factor from surface
i to surface j

E estimated value

Err error

n number of surfaces

N number of energy bundles

P power (W)

q00 net heat flux (W/m2)

Q radiative energy (W)

rs specularity ratio

R uniformly distributed random
number between zero and unity

s standard deviation

T temperature (K)

W W-statistic
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Greek

a absorptivity

1 emissivity

r reflectivity

s Stefan-Boltzmann constant (W/m4)

vK&M uncertainty obtained using
the Kline and McClintock
formalism

vexp experimental
uncertainty

1. Introduction
Monte Carlo methods have been used for a number of years in a wide variety of areas of
interest to the scientific and engineering communities. In particular, application of
Monte Carlo ray-trace (MCRT) method to heat transfer problems has grown rapidly
since its use was first reported in the 1960s. In what appears to be the first publication
describing the Monte Carlo approach to radiation heat transfer, Howell and Perlmutter
(1964) describe a method to calculate the heat transfer and temperature distribution
between infinite parallel gray plates at different temperatures separated by an
absorbing and emitting gray gas with or without a uniform heat source in the gas.
Later in 1966 Corlett (1966) used the Monte Carlo method to develop a program
intended for engineering calculation of thermal radiation in real enclosures. In the same
year, Sparrow and Cess (1966) briefly discussed the application of Monte Carlo
methods in thermal radiation problems. The MCRT method has subsequently proven
to be very useful in the estimation of the diffuse-specular distribution factor D0ij[1]
(Mahan and Eskin, 1984) used, for example, in various radiometric instrument models.
In this approach radiation energy is modeled as a large number of individual energy
bundles that are traced inside an enclosure from their origin until they are absorbed by
a surface of the enclosure. The diffuse-specular radiation distribution factor1 may be
estimated as

D0ij ffi
Nij

Ni
ð1Þ

where Ni is the number of energy bundles emitted from surface element i and Nij is the
number of these energy bundles absorbed by surface element j. The radiation
distribution factor may be defined for a specific wavelength interval �� or it may be a
‘‘total’’ quantity if conditions permit a ‘‘gray’’ analysis.

Consistent with the definition of the diffuse-specular distribution factor, the heat (W)
emitted by surface element i and absorbed by surface element j is given by

Qij ¼ 1iAisT4
i D0ijðWÞ ð2Þ

where 1i and Ai are the emissivity and area of surface element i, and s is the Stefan-
Boltzmann constant (¼ 5.67 � 10�8 W/m2 �K4). Then the heat flux absorbed by
surface element i is

q00i;a ¼
Qi;a

Ai
¼ 1

Ai

Xn

j¼1

1jAjsT4
j D0ji ¼ 1i

Xn

j¼1

sT4
j D0ij ðW=m2Þ ð3Þ
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In writing Equation (3) the principle of reciprocity for the total, diffuse-specular
distribution factor, 1iAiD

0
ij ¼ 1jAjD

0
ij, has been used (Mahan and Eskin, 1984). The

radiation heat flux emitted by surface element i is

q00i;e ¼
Qi;e

Ai
¼ 1isT4

i ðW=m2Þ ð4Þ

Then the net heat flux from surface element i is

q00i ¼ q00i;e � q00i;a ¼
Xn

j¼i

"i�T4
j ð�ij � D0ijÞ; i ¼ 1; 2; 3; . . . ; n ð5Þ

where dij is the Kronecker delta,

dij ¼
1; i ¼ j
0; i 6¼ j

�
ð6Þ

2. Uncertainty and confidence interval for thermal radition distribution
factors
The basic idea of treating the exchange fraction of energy (modeled as discrete energy
bundles) between two surfaces as a series of independent Bernoulli trials was first seen
by the current author in a publication by Maltby and Burns (1991). However, the
current author considered the statistical inferences to be incomplete for this application
and decided to pursue an independent development. In Maltby, the parameter
(standard deviation) is defined for the population distribution, while in the current
paper it was necessary to describe the parameter for the sample distribution. Also, the
previous effort only looked at the uncertainty of a single exchange factor and its
relation to the magnitude of the exchange factor and the number of emitted energy
bundles, while the current effort also investigates a global uncertainty of the entire
cavity and its sensitivity to the number of surfaces (spatial discretization) in the cavity.

Koopmans (1987) defines the population proportion as the probability of ‘‘success’’
in a binomial experiment (e.g. the number of heads in repeated coin tosses). In other
words, if Y is a binomial variable, the population proportion p is the probability of
obtaining one of the two possible outcomes of the experiment. Sometimes it is
important to know not only the variable Y but also this variable divided by the sample
size n. This new value is an estimator of the population proportion p. In the MCRT
environment, the tracing of Ni energy bundles emitted by surface i can be considered a
binomial experiment where ‘‘success’’ is achieved when one of the energy bundles is
absorbed by the surface j. Accordingly, the diffuse-specular radiation distribution
factor, which can be estimated using Equation (1), can be thought of as a sample
proportion that estimates the value of the population proportion. As is the case in any
proportion, the two possible outcomes in the ray trace are D0ij and 1� D0ij. It
is important to note that the ‘‘true’’ value of the distribution factor is based on an
infinite population of uniformly distributed random numbers while the estimate is
based on a large but finite sample of this population.

Using the approach suggested above, the confidence interval for the binomial
parameter D0ij, the diffuse-specular distribution factor, can be estimated using the
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expression

p�Wcs � D0ij � pþWcs ð7Þ

where p is an estimator of p, Wc is the critical value of the W statistic, and s is the
estimated sample standard deviation given by

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pð1� pÞ

N

r
ð8Þ

with N being the number of energy bundles traced. The W statistic for binomial
distributions is tabulated in standard statistics texts as a function of the confidence
interval and number of degrees of freedom.

Equation (7) can be written in terms of the estimated distribution factor

D0eij �Wc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D0eij ð1� D0eij Þ

N

s
� D0tij � D0eij þWc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D0eij ð1� D0eij Þ

N

s
ð9Þ

where now D0tij is the (unknown) true value of the distribution factor and D0eij is the
MCRT estimate based on tracing N energy bundles. Subtracting D0eij from each term of
Equation (9) yields

�Wc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D0eij ð1� D0eij Þ

N

s
� D0tij � D0eij �Wc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D0eij ð1� D0eij Þ

N

s
ð10Þ

The magnitude of the difference between a true value and its estimated value can be
defined as the error in the estimate. Equation (10) therefore provides a bound on the
error of the estimate, which can be written as

ErrD0ij
� jD0tij � D0eij j �Wc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D0eij ð1� D0eij Þ

N

s
¼ !D0ij

ð11Þ

The bounds described in Equation (11) can be thought of as the uncertainty in the
estimate of the distribution factor between surface i and j, vD0ij

. In other words, to
a stated level of confidence the absolute value of the error is limited by the uncertainty
given by Equation (11).

It is useful to calculate the mean value of the error of all the radiation distribution
factors in an enclosure. At this point, it is important to keep in mind that the radiation
distribution factor matrix is obtained by modeling the emission of energy bundles from
each surface in the cavity and counting the energy bundles absorbed in all of the
surfaces. In this case

hhErrD0ij
ii � ErrD0 � Wc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D0eij ð1� D0eij Þ

N

s* +* +
ð12Þ

Equation (12) can be evaluated using the Jensen’s inequality (Beckenbach and Bellman,
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1971) which states that for a real, continuous, convex function

E½fðxÞ� 	 fðE½x�Þ if f is concave upward ð13Þ

and

E½fðxÞ� � fðE½x�Þ if f is concave downward ð14Þ

where the expected value E is the mean value of the function f(x) over x. In other words

1

M

XM

m¼1

fðxmÞ 	 f
1

M

XM

m¼1

xm

 !
if f is concave upward ð15Þ

or

1

M

XM

m¼1

fðxmÞ � f
1

M

XM

m¼1

xm

 !
if f is concave downward ð16Þ

Now consider the definition o � f ErrD0 ¼ fðD0eij Þin Equation (12). Figure 1 shows that
this function is concave downward over the entire range of possible values for the
distribution factors. Then the magnitude of the error of the distribution factors in
Equation (12) is bounded according to

vD0 � Wc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hhD0eij iið1� hhD

0e
ij iiÞ

N

s
ð17Þ

Noting that hhD0ijii ¼ 1=n2
Pn
i¼1

Pn
j¼1

D0ij ¼ 1=n2
Pn
i¼1

1 ¼ 1=n, with n being the number of

surfaces in the enclosure, then Equation (17) gives

vD0 � Wc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n ð1�1

nÞ
N

s
ð18Þ

or

Figure 1.
Graphical representation

of Wc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D0eij ð1� D0eij Þ=N

q
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ErrD0 � vD0 �Wc

ffiffiffiffiffiffiffiffiffiffiffi
n� 1

Nn2

s
ð19Þ

This is similar to the equation presented by Mahan (2002). However, the current work
provides the rigorous development of the equation that is missing from the previous
effort. Equation (19) provides an upper bound on the mean error and mean uncertainty
of the distribution factors as a function of the number of surface elements, n, and the
number of energy bundles traced per surface element N. It also can be used to calculate
the minimum number of energy bundles that need to be traced to ensure that the error
of the distribution factors is less than a specified value. It is emphasized that this result
is independent of the enclosure geometry.

3. Cavity-type thermal radiation detector model
The possibility of anthropogenic modification of the Earth’s climate has led to an increased
interest in understanding the climatological role of the Earth’s radiative energy budget. A
series of major earth radiation budget (ERB) studies has been commissioned Barkstrom
(1990) in an attempt to accumulate the long-term database required to correlate observed
trends with human activity and natural phenomena. These include the National
Aeronautics and Space Administration’s (NASA) ongoing efforts to monitor the ERB
using the Clouds and the Earth’s Radiant Energy System (CERES) instrument (Wielicki et
al., 1996; Carman et al., 1992), which provides broadband measurements of reflected solar
and earth-emitted longwave radiances. These measurements are a continuation of the
Earth Radiation Budget Experiment (ERBE) measurements (Barkstrom and Hall, 1982;
Barkstrom and Smith, 1986) and are used in scientific investigations to determine top-of-
the-atmosphere heat fluxes, radiative forcing properties of clouds, earth surface radiation
budget, and divergence throughout the atmosphere. Due to the importance of these
measurements to the scientific community, it is necessary to obtain a thorough
understanding of the behavior of the instrument and the underlying physics governing
that behavior. This can be achieved using detailed analytical models based on first
principles of physics. High-level modeling and analysis of these instruments are essential
to defining the accuracy of the data they produce, and it is of critical importance to have a
thorough understanding of the accuracy and limitations of the models themselves.

The radiative behavior of the cavity-type thermal radiation detector described here
and shown in Figure 2 has been reported elsewhere (Mahan et al., 1998). This design
was an instrument concept that was proposed for use on the Geostationary Earth
Radiation Budget (GERB) experiment (Harries and Crommelynck, 1999; Harries et al.,
2005). Although the design was not used on GERB, it has been the object of several
studies due to its simplicity and efficiency in directing incident radiation to the
detector. A thermopile linear array is mounted on one of the nine mirror-like walls
whose specular reflections increase the apparent absorptivity of the blackened array
(Mahan and Langley, 1996). The linear array consists of 256 pixels. Each pixel is the
darkened active junction of a two-junction thermopile. The incident collimated
radiation enters the cavity through the 60-mm wide slit at the top and strikes the
blackened active junction of each thermopile.

4. Windows-based MCRT program
Recently a colleague of the authors, Félix J. Nevárez, developed a statistical
environment, based on the MCRT method, to model thermal and optical systems. This
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powerful new tool, called Functional Environment for Longwave Infrared eXchange
(FELIX), allows the user to model enclosures by importing an existing CAD rendering
and assigning surface properties for a specific wavelength. A ray-trace engine is then
used to calculate the distribution factors. The resulting distribution factors may be
exported to a data file or viewed as false color maps through a graphical interface.

5. Results
The MCRT-based software package FELIX was used to model the cavity and to
perform the majority of the numerical experiments described in this paper. Ten
different numerical experiments, each one run with a different set of seeds for the
pseudorandom number generator, have been studied. Each experiment consists of
executing the ray trace for different numbers of energy bundles.

After defining the optical properties of the cavity and introducing the geometry in
FELIX, the program yields the distribution factor matrix for the nine surfaces. Figure 3
illustrates the numbering of the surfaces of the cavity. For example, D61 is the
distribution factor from the entrance aperture to the detector. Table I shows the values
of the optical properties used in the ten experiments. The numerical experiments are
used to establish the validity of Equations (11) and (19).

5.1 Validation of Equation (11)
The upper limit of the error of a single distribution factor between two specified
surface elements is given by Equation (11),

ErrD0ij
� Wc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D0eij ð1� D0eij Þ

N

s
ð11Þ

where ErrD0ij
is the difference between the ‘‘true’’ and estimated value of D0ij, Wc is the

Figure 2.
Thermopile linear-array
thermal radiation detector
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critical value of the W statistic, N is the number of energy bundles, and D0eij is the
estimated value of the distribution factor from surface element i to surface element j.

In order to establish the validity of Equation (11), the numerical experiments were
carried out for one thousand, ten thousand, one hundred thousand, one million, ten
million, and one hundred million energy bundles emitted from each surface, with each
experiment producing a different distribution factor matrix. In the design and
performance analysis of the detectors the most important distribution factor is the one
from the entrance aperture to the detector; therefore, the distribution factor D061 has
been singled out to demonstrate the validity of Equation (11). A ‘‘true’’[2] value is
necessary to calculate the magnitude of the error of the distribution factors. First,
collimated radiation entering the cavity through the slit normal to the plane of the slit
was modeled to perform a convergence analysis. Figures 4 and 5 illustrate the
convergence of the distribution factor D061 with the number of energy bundles traced for
collimated radiation entering the cavity.

In Figure 4 it is possible to see that the distribution factor D061 begins to converge to
an acceptable accuracy when one hundred thousand energy bundles have entered the

Figure 3.
Division of the cavity in

surfaces (not to scale)

Table I.
Nominal optical

properties of the cavity

Surface element number Surface element name Absorptivity, a Specularity ratio, rs

1 Detector 0.9 0.1
2 Mirrored wall 0.1 0.9
3 Mirrored wall 0.1 0.9
4 Mirrored wall 0.1 0.9
5 Mirrored wall 0.1 0.9
6 Entrance aperture 1.0 NA
7 Mirrored wall 0.1 0.9
8 Mirrored wall 0.1 0.9
9 Mirrored wall 0.1 0.9
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cavity through the slit. Figure 5 shows the percent difference, (�D061/
�log10N) � 100%, between consecutive distribution factors of Figure 4. The value of
the percent difference for a billion of energy bundles is 0.00263. It is clear that the
difference goes essentially to zero as the number of energy bundles increases, thus
illustrating the convergence of the radiation distribution factors as N becomes
sufficiently large. Although it is possible to conclude that convergence is reached at a
hundred thousand energy bundles, the value of the distribution factor corresponding to
a hundred million (108) is arbitrarily chosen as the ‘‘true’’ value.

Although all the surfaces of the cavity emit radiation diffusely, from this point
forward we are justified in assuming that the result obtained by tracing 108 energy
bundles is still arbitrarily close to the ‘‘true’’ value. It is shown throughout this chapter
that a hundred million rays still provide a good estimate for a ‘‘true’’ value. The
magnitude of the difference between the estimated value and the ‘‘true’’ value is
calculated after the estimated value of the distribution factor D061 has been obtained
from FELIX. This difference is then compared to the value obtained using the right-
hand side of Equation (11). Figure 6 displays the results of this comparison for three
different numerical experiments chosen arbitrarily because of their typical behavior (in
this case, experiments 1, 3 and 5 out of the ten experiments).

Figure 5.
Percent difference of
distribution factors with
increasing number of
energy bundles

Figure 4.
Convergence of
distribution factor D061
from the entrance
aperture to the detector
with collimated radiation
entering the cavity
normal to the plane of
the slit
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In Figure 6 it is clear that the left-hand side of Equation (11) (error of the distribution
factor D061) from numerical experiments as well as the values of the right-hand side
(uncertainty of the distribution factor D061) approach each other as the number of
energy bundles increases. Also note that the solid curves, which represent the right-
hand side of Equation (11), are almost identical. This can be explained by the behavior
of the term D0ijð1� D0ijÞ; typical of proportions and representative of the distribution
factors: as D0ij becomes smaller, ð1� D0ijÞ becomes larger. Also, as expected, the curves
corresponding to Equation (11) form an upper bound for all the numerical experiments.

A study was made of the difference between the values obtained using the right-
hand side of Equation (11) and the numerical experiments. Figures 7 and 8 show the
results of this study. Recall that the difference between any two numerical experiments
occurs because of the difference in the set of values of the initial seed used to generate

Figure 7.
Magnitude of the

difference between the
error and the uncertainty
of the distribution factor

D061 (‘‘true’’ value of
D061 ¼ 0.4126157)

Figure 6.
Magnitude of the error

and uncertainty of
distribution factor D061 as
predicted using Equation

(11) and obtained from
three numerical

experiments
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the sequence of random number used. In Figure 7, the magnitude of the difference
between the error of the distribution factors (left-hand side of Equation (11)), and its
uncertainty (right-hand side) is plotted for each number of energy bundles traced for ten
different numerical experiments. In Figure 8 the mean of the differences of the ten
numerical experiments is plotted with the corresponding 95-percent confidence interval.

In Figures 6-8, a nominal value of 0.4126157 is used as the ‘‘true’’ value of the
distribution factor D061 corresponding to hundred million energy bundles traced. In
both figures it is clear that the difference gets smaller as the number of energy bundles
increases, which is in agreement with Equation (11). Note that the range of values of
the differences for a thousand energy bundles in Figure 7 is very large as is the value of
the confidence interval. This means that a thousand energy bundles per surface
element would significantly under-sample this particular cavity.

5.2 Validation of Equation (19)
Equation (19), repeated below, is a very important result of the current investigation. It
relates the global distribution factor error, ErrD0 , of a cavity to the number, n, of surface
elements of the cavity, and the number, N, of energy bundles traced per surface element
in the MCRT model; that is,

ErrD0 � Wc

ffiffiffiffiffiffiffiffiffiffiffi
n� 1

Nn2

s
ð19Þ

Equation (19) can be used to calculate the minimum number of energy bundles required
to be traced to achieve a desired global error of the distribution factors. To establish its
validity, the ten numerical experiments from the previous section were used to form ten
matrices of distribution factors among all surface elements. For clarity, Table II shows
one of the matrices as an example.

Table II establishes the convention for the distribution factors. In this case D074
(¼ 0.039) represents the fraction of energy bundles emitted by surface element 7 that
are absorbed in surface element 4 for numerical experiment 1, with one thousand
energy bundles traced per surface element.

Figure 8.
Mean of the difference
between experimental
and theoretical values of
D061 and their
corresponding 95-percent
confidence interval
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For each numerical experiment (each pair of seeds for the random number generator)
the same number of energy bundles as in the previous section was traced. In other words,
for each numerical experiment six matrices were created for a total of sixty matrices.

After the matrices for every numerical experiment and each number of energy bundles
were formed, another matrix of error values was created. In this analysis the matrix of
distribution factors for a hundred million energy bundles was chosen as the matrix of
‘‘true’’ values. Then, the matrix of errors was formed by the magnitude of the differences
between the ‘‘true’’ value and the value for the corresponding distribution factor for the
other numbers of energy bundles. Since Equation (19) relates the global error, the mean of
all the values on the matrix of errors was calculated. This mean was then compared to the
right-hand side of Equation (19). Figure 9 shows a comparison of the mean of all the
errors of the distribution factors and the corresponding value given by Equation (19).

The most important conclusion that can be drawn from Figure 9 is that Equation
(19) indeed provides the upper bound for the observed error. In other words, the value
obtained using Equation (19) represents the worst case for the global error in a cavity.
This means that for a given number of surface elements forming an enclosure,
Equation (19) can be used to estimate the minimum number of energy bundles required
to be traced to produce a maximum permissible global error. Tables III and IV show the

Figure 9.
Comparison between the

right-hand side of
Equation (19) and the
errors obtained from

numerical experiments

Table II.
The distribution factor

matrix for numerical
experiment 1 in which

a thousand energy
bundles are traced

1 2 3 4 5 6 7 8 9

j!
i# 1 0.309 0.106 0.042 0.039 0.033 0.424 0.036 0.005 0.006

2 0.432 0.063 0.055 0.059 0.033 0.307 0.045 0.005 0.001
3 0.341 0.081 0.075 0.017 0.020 0.372 0.086 0.005 0.003
4 0.314 0.146 0.036 0.082 0.042 0.341 0.029 0.005 0.005
5 0.588 0.107 0.030 0.072 0.020 0.159 0.013 0.008 0.003
6 0.506 0.093 0.056 0.057 0.017 0.238 0.026 0.003 0.004
7 0.407 0.111 0.117 0.039a 0.018 0.233 0.063 0.005 0.007
8 0.404 0.093 0.045 0.061 0.034 0.317 0.039 0.005 0.002
9 0.414 0.103 0.05 0.043 0.026 0.330 0.029 0.003 0.002

Note: aDistribution factor from surface element 7 to 4, D074
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Table III.
Relative error of the
distribution factors
(percent) as a function of
the number of surface
element
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Table IV.
Relative error of the
distribution factors

(percent) as a function of
the number of surface

elements
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values of the mean relative error of the distribution factor as a percentage of the mean
of value of the distribution factors for the cavity for the case of 90- and 95-percent
confidence intervals, respectively. Recalling that hhD0ijii ¼ 1=n, then in this case
Equation (19) may be written

ErrD0ij

hhD0ijii
� nWc

ffiffiffiffiffiffiffiffiffiffiffi
n� 1

Nn2

s
ð20Þ

or

ErrD0ij

hhD0ijii
� Wc

ffiffiffiffiffiffiffiffiffiffiffi
n� 1

N

r
ð21Þ

The right-hand side of Equation (21) is the same as in Equation 15.52 in Barkstrom
(1990), which was obtained by dividing the error of the distribution factors by the
estimated value of the corresponding distribution factor, and then calculating the mean
of the resulting fraction. However, as pointed out earlier, it is possible to obtain a value
of zero for the estimated value of the distribution factor. The current author then
decided to divide the mean of the error of the distribution factor by the mean of the
distribution factor (¼ 1/n) instead, resulting in Equation (21). It should be noted that
Equation 15.52 in Mahan is presented as an equality, while Equation (21) in the current
work is presented as an inequality intended to provide un upper bound on the relative
error of the distribution factors. Therefore, Table IV contains the same results as Table
15.2 in Barkstrom (1990).

Tables III and IV can be used to estimate the number of energy bundles necessary to
be traced per surface element to obtain a desired relative error. It is important to
emphasize that the values in Tables III and IV are independent of enclosure geometry.
Then, for example, we can say that in order to ensure that the mean error for the
distribution factors in a 50-surface-element enclose not exceed two percent, 500,000
energy bundles would have to be traced per surface.

To study the effect of the number of surface elements on the global uncertainty of
distribution factors another model of the same cavity described before was used. In this
section the same cavity is now modeled with only three surface elements: the entrance
aperture, the detector, and the rest of the cavity combined into one single surface
element. Table V gives the values of the properties and temperature distributions of the
surface elements for this new enclosure.

Figure 10 shows the comparison between three numerical experiments and
Equation (19) using this model of the cavity. The reader is reminded that the three

Table V.
Optical properties and
temperature
distributions used in
Section 4.6

Surface
element
number

Surface
element
name

Absorptivity,
a

Specularity
ratio, rs

Temperature
distribution

1 K

Temperature
distribution

2 K

Temperature
distribution

3 K

1 Detector 0.9 0.1 311.21 309 336
2 Entrance

aperture 1.0 1.0 312.51 305 313
3 Cavity 0.1 0.9 312.05 310 390
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numerical experiments differ only in that different sets of seeds were used to generate
the sequence of random numbers used.

For comparison, three values of the global error (corresponding to experiments 1, 2,
and 3 from Figure 9) and the values of the global uncertainty (right-hand side Equation
(19)) for the nine-surface cavity are plotted in Figure 10 along with the values for the
three experiments for the three-surface cavity. Note that the numerical experiments
demonstrate the counter-intuitive result that the global uncertainty of the distribution
factors increases as the number of surface elements decreases. However, it is clear that
Equation (19) continues to provide an upper bound for the global uncertainty of the
distribution factors in the cavity.

6. Conclusions
This article reports the use of standard statistical methods to predict, to a stated level of
confidence, the uncertainty of the results obtained in certain applications of the MCRT
method. Specifically, this article provides a relatively simple relation for the uncertainty
and error in one distribution factor within an enclosure and also a relation for the global
uncertainty and error of all the distribution factors. The relations permit prediction of the
number of energy bundles necessary to obtain a desired relative uncertainty in the
distribution factors. The methodology is verified with numerical experiments that
establish that Equation (11) indeed gives a conservative estimate of the uncertainty in a
specific distribution factor and that Equation (19) gives a conservative estimate of the
global uncertainty of all the distribution factors for an enclosure.

Notes

1. The diffuse-specular distribution factor Dij
0 is defined1 as the fraction of radiation

diffusely emitted from surface element i that is absorbed by surface element j, both
directly and due to all possible diffuse and specular reflections. In some applications the
requirement that emitted radiation be diffuse is relaxed. For example, radiation may be
assumed to enter an enclosure with a specified directional distribution, e.g., collimated.

2. Remember that the exact value for the true distribution factor can only be obtained by
tracing an infinite number of energy bundles.

Figure 10.
Comparison between

Equation (19) and three
numerical experiments for

the cavity of Figures 1
and 2 now defined by
three surface elements
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